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3D modeling is the most basic technology to realize VR (virtual reality). VOS (video object segmentation) is a pixel-level task,
which aims to segment the moving objects in each frame of the video. Combining theory with practice, this paper studies the
process of 3D virtual scene construction, and on this basis, researches the optimization methods of 3D modeling. In this paper,
an unsupervised VOS algorithm is proposed, which initializes the target by combining the moving edge of the target image
and the appearance edge of the target and assists the modeling of the VR 3D model, which has reference significance for the
future construction of large-scale VR scenes. The results show that the segmentation accuracy of this algorithm can reach more
than 94%, which is about 9% higher than that of the FASTSEG method. 3D modeling technology is the foundation of 3D
virtual scene; so, it is of practical significance to study the application of 3D modeling technology. At the same time, it is of

positive significance to use the unsupervised VOS algorithm to assist the VR 3D model modeling.

1. Introduction

VR refers to the artificial media space established by com-
puter [1]. With VR technology, the formation of the concept
of the complex or abstract system can be made possible by
expressing the subcomponents of the system into symbols
with exact meanings in some way [2, 3]. Among them, 3D
modeling is the most basic technology to realize VR technol-
ogy. VR simulates things in the real world in virtual digital
space, and 3D modeling is to solve the problem of the repre-
sentation of things in the real world in digital space [4]: how
to use the computer to automatically analyze the 3D model-
ing data effectively and search the 3D modeling content effi-
ciently, all of which bring great challenges to VR 3D
modeling [5]. It is a new attempt to apply unsupervised
VOS algorithm to the modeling process of the VR 3D model.

Modeling in virtual environment is the foundation of the
whole VR system, and VR creates a virtual digital environ-
ment that is highly similar to the real environment in vision,
hearing, and touch through the use of interactive computer
technology as the core of science and technology. Users
interact with objects in the virtual environment by using rel-

evant professional equipment. It can also create an experi-
ence in the digital environment that is similar to the real
environment and can span time and space. In VR, an inter-
active medium, users can perceive their positions and ges-
tures in the virtual environment. It also causes a strong
real sensory response, so that you can immerse yourself in
the virtual world. Users rely on graphics and other technol-
ogies to feel the simulated objects and characters, so as to
immerse their consciousness in the digital environment
[6]. In order to create an immersive and realistic environ-
ment for users, one of the necessary conditions is to create
a realistic virtual scene. When drawing such a complex
model, it is often difficult to achieve real-time effect due to
the restriction of machine performance, which is also diffi-
cult for people to accept [7]. Generally speaking, people need
to take a compromise between the fineness of the model and
the speed of rendering, which not only ensures a certain ren-
dering quality but also does not cause the user’s movement
discomfort [8]. Because of the large amount of 3D modeling
data and redundant information, and the general efficiency
of the existing target segmentation algorithms is low, it is
necessary to study and implement a fast target segmentation
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algorithm. This paper proposes an unsupervised VOS algo-
rithm, which initializes the target by combining the moving
edge of the target image and the appearance edge of the tar-
get, assists the modeling of VR 3D model, and studies the
integration and scheduling management of VR scene.

To develop a VR application system, we must first ana-
lyze the necessary tasks, clarify the purpose and performance
index of the tasks, and then arrange appropriate hardware
and software resources for the system [9]. The next step is
to establish a virtual environment database and apply vari-
ous physical features, motion constraints, audio, and inter-
active features to virtual objects and virtual scenes,
including geometric modeling, motion modeling, physical
modeling, audio modeling, and model segmentation.

The innovative contribution of this paper lies in the
combination of the moving edge of the target image and
the appearance edge of the target to initialize the target
and assist in the 3D modeling of virtual reality. The applica-
tion of the unsupervised VOS algorithm in 3D modeling of
virtual reality technology is analyzed. This algorithm com-
bines the moving edge of the target image and the appear-
ance edge of the target to initialize the target and assist VR
3D model modeling. This paper introduces 3D information,
that is, the depth difference between foreground objects and
background areas, which can effectively improve the accu-
racy of object segmentation and make the segmented objects
more detailed and complete. The development of virtual
reality modeling technology is discussed, and the character-
istics, main technical indexes, and basic contents of virtual
reality modeling technology are systematically studied. It
can be clearly seen that in most video frames, the segmenta-
tion results in this paper are better than other methods. In
general, the algorithm has a certain practical value because
of precision proofreading.

This article will be divided into five parts, and the spe-
cific contents are as follows:

The first section introduces the research background and
significance and explains the organizational structure of this
paper. The second section is related work. The third section
analyzes the VR technology. The application of the unsuper-
vised VOS algorithm in the 3D model modeling is discussed.
In the fourth section, a lot of experimental analysis is carried
out. The fifth section is summary and prospect.

2. Related Work

Soares Junior et al. pointed out that 3D modeling is a core
technology in VR [10]. It is written in 3DMax and VRML
language, including pattern recognition technology and
communication technology. Ko and Sim introduced the
application and realization of 3D modeling technology in
the joint station system from the aspects of system analysis
and design, system 3D virtual scene construction, database
technology, scene performance artistry, and 3D object
motion simulation [11]. Zhang et al. and Yu et al. pointed
out that detecting whether two polyhedra intersect can be
done in linear time [12, 13]. If two point sets have disjoint
convex hulls, then there must be a plane separating the
two point sets. Zhuo et al. introduced the basic content of
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3D technology and analyzed and studied its realization
method [14]. Cao et al. used Multi Gen Creator and Vega
software platform to develop a desktop virtual launch site
simulation system [15]. Smith and Hamilton and Hung
et al. proposed an object segmentation method using spec-
tral clustering of layer features in images [16, 17]. On the
basis of oversegmenting the image using the algorithm, the
method extracts the middle-level features of each superpixel,
which are edge features and color features, respectively, uses
the superpixel as the basic node, fuses these two different
features to construct a similarity matrix, and finally uses
spectral clustering gets the final target segmentation result.
Liu et al. proposed a segmentation algorithm based on finger
touch. By fusing edge, regional texture, and locally collected
geometric information of contact points into an appearance
model, only one finger touch can identify the object of inter-
est in the image [18]. Zhao and Kit designed a regularly sam-
pled space-time bilateral grid to minimize long-term space-
time connections between pixels [19]. Some methods seg-
ment moving objects in videos by building dense or sparse
trajectories using probabilistic models. Liang et al. generated
a fixed-size window with the current pixel as the center and
extracted the lab color features within this window [20].
Then, this feature is compared locally with the features in
other nearby windows to obtain the saliency calculation
result, and the saliency value at multiple scales is combined
to obtain the initialization result of the saliency target. Yil-
maz et al. implemented a spatiotemporal video segmentation
algorithm by combining long-term motion cues from past
and future frames [21].

This paper studies the application of the unsupervised
VOS algorithm in the 3D model modeling of VR technology.
In this paper, an unsupervised VOS algorithm is proposed,
which initializes the target by combining the moving edge
of the target image and the appearance edge of the target
and assists the modeling of VR 3D model, which has refer-
ence significance for the future construction of large-scale
VR scenes.

3. Methodology

3.1. 3D Model Modeling. An important factor in VR system
is the modeling of virtual world [22, 23]. The modeling pro-
cess of VR is generally divided into the following steps: (1)
describe the shape and appearance of virtual objects through
geometric modeling. (2) Determine the position of 3D
objects in the world coordinate system and their movement
in the virtual world through motion modeling. (3) Physical
modeling, which comprehensively reflects the physical char-
acteristics of the object, including weight, inertia, and surface
hardness. (4) For a large-scale simulation environment, it is
necessary to model the behavior of some objects that users
cannot control. The concrete process of 3D modeling oper-
ation includes data acquisition, data preprocessing, structure
optimization, model creation, model optimization, scene
optimization, scene integration, and scheduling manage-
ment, and its application scope is wide [24]. Data prepro-
cessing of 3D modeling is based on information collection.
In the process of data collection, it is required to strictly
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FIGURE 1: Architecture diagram of virtual environment.

follow the data collection specifications according to the
operation process. The data acquisition process includes
point control measurement, scanning station layout, spheri-
cal target layout, point cloud data scanning and acquisition,
field data inspection and analysis, data export, and backup.
Some filtering algorithms need to be used to filter out the
point cloud data and discrete points of occlusion objects
such as background during field operation and retain the
main point cloud data of the object. The virtual environment
architecture is shown in Figure 1.

The functions of the virtual environment framework are
as follows: firstly, it supports the subscription and publica-
tion of object attributes and interactions; at the same time,
it provides callback and event notification mechanisms and
supports various time management strategies of HLA. Sec-
ondly, it provides services related to locating, creating and
deleting various objects, and organizes and manages simula-
tion entities with different functions and properties in a clas-
sified and unified way. Image-based modeling technology
refers to the direct use of camera devices to collect discrete
images of objects and other basic research materials for data
processing; then, the panoramic image is generated by the
combination and evolution of image processing software.
Then, the panoramic image is further processed to the adap-
tive space model, and the VR real space is made. Because it is
necessary to run 3D models in real time, its modeling
method is very different from modeling-based modeling,
and most of them use other techniques instead of increasing
the complexity of geometric modeling to improve the fidelity
[25]. There are three modeling methods for the VR system,
which are mainly distinguished according to the construc-
tion methods of virtual scene: model-based rendering
method, image-based rendering method, and mixed model-
ing method based on graphics and images. 3D graphics
modeling technology mainly studies the generation and rep-
resentation of 3D object information in the computer.
Models describing 3D object information include geometric

model, illumination model, and color model. In virtual real-
ity hybrid modeling, users can enter the virtual scene in the
form of virtual entity objects. Although the user avatar can-
not interact with it, people can still obtain the depth infor-
mation of the user avatar relative to the pure virtual object
in the image by using binocular stereo vision technology
and helmet mounted display. Because users expect that the
scene objects that interact with them must be geometric
model entities, hybrid modeling is required. In addition, in
order to meet the visual reality, geometric model entities
must be assigned with surface texture and material attri-
butes. However, in hybrid modeling, it is difficult for user
avatars to interact with virtual environment image objects
established by the BMR method. The simulation requires
the integration of geometric entity object and virtual envi-
ronment image object, at least in vision. Although the dis-
tance or gap between virtual environment image objects
can be perceived through the depth information of virtual
environment image objects, however, how to smooth geo-
metric entity objects into such space gaps remains to be
solved. The mixed modeling technology based on graphics
and images can integrate the advantages of both and make
the best use of their strengths and avoid their weaknesses
in application [26]. This not only increases the realism of
the scene but also ensures real-time and interactivity and
improves the immersion of users. In 3D modeling technol-
ogy, there are often many problems that affect the authentic-
ity of modeling. Therefore, in modeling technology, in order
to improve the fidelity of display, the following methods are
often used: blanking, shading model, and texture mapping.

3.2. Application of Unsupervised VOS Algorithm in 3D Model
Modeling. Optimization technology is a crucial link in the
process of 3D modeling. Usually, the basic plan is drawn
by CAD using the position in the drawing, and then the plan
is fully imported into the 3DMax construction model. In the
process of making the model, the basic frame structure must
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TaBLE 1: Comparative experiment of motion saliency segmentation
network on DAVIS.

Method Mean
Mp-net-motion 55.36
Uovos-motion 56.91
Fseg-motion 68.25
Epo-motion 76.58
Methods of this paper 80.36

be drawn first, and then the complete structure model can be
drawn using the previous external contour. Then, each rele-
vant model is effectively spliced, which will better optimize
the overall structure of the model. Effectively map the struc-
ture after modeling. In the process of mapping, complete
mapping must be carried out according to the specific struc-
ture size of the model. At the same time, different mapping
scales are required for different precision models. We should
deal with it effectively according to the real effect, so as to
reflect the authenticity. This scene simulation system is an
improvement of the traditional optimization technology,
and the optimization technology used runs through the
whole modeling process. The reality of an object’s appear-
ance mainly depends on its surface reflection and texture.
Today’s graphics hardware platform has the ability of real-
time texture processing, which can enhance the sense of real-
ity with a small amount of polygons and textures while
maintaining the graphics speed. Texture can be generated
by two methods, one is to interactively create, edit, and store
texture bitmaps by image rendering software; the other is to
take a picture of the required texture, then scan it, or take a
picture directly with a digital camera. First of all, it is neces-
sary to determine which space plane the surface patch pro-
jects on, which depends on the overall direction of the
surface patch, and the plane with the smallest angle will be

projected to which plane. Considering the convenience,
when deciding the position of the target point, this paper
calculates the error costs of two endpoints, respectively,
takes out the one with smaller error, compresses it to the
position of the other endpoint, and deletes the degraded tri-
angle at the same time.

The object of segmentation is to detect the moving
object. The simplest method of mask fusion is to calculate
the intersection area of salient motion mask and general tar-
get mask, so as to satisfy the characteristics of motion and
general target at the same time, but its accuracy is low. In
order to make full use of the mask results of motion detec-
tion and target sampling, this paper adopts the method of
deep learning and constructs a small fusion network to fuse
the masks of the two. In unsupervised VOS, effective and full
use of motion cues is crucial to segmentation performance.
As a mainstream method of timing information modeling,
optical flow can simulate the moving trend of the target
according to the displacement changes of pixels in adjacent
frames. The network structure composed of an appearance
segmentation network and an optical flow prediction net-
work is shown in Figure 2.

In the aspect of target image edge extraction, this paper
obtains the moving edge of the target through the difference
of the size of the motion and the direction of the motion.
The specific description is as follows: first, calculate the opti-
cal flow vector value between two adjacent frames, and
through formula (1), calculate the motion size b;" of each

pixel point p:
b =1-exp (_vapr). 1)

In the formula, by’ € [0, 1] is the motion size of the pixel

point p, 717 is the optical flow vector value of the pixel point
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p, V is the gradient value, and A™ is the weight parameter.
However, due to the shaking of the camera or following
the target, the background will move violently. Therefore,
this paper considers the use of the angle between the motion
vectors to distinguish the target and the background, such as

formula (2), to obtain the motion edge size bg:

0_ 1 B 2
=1 exp( A %x@ep,q)).



Advances in Mathematical Physics
100
95
>~
Q
g
3 90
Q
<
=]
g
g
g 85
g
&
w
80
|
75 O
O OO0 OO0 OO0 OO0 OO0 OO0 000 00O OO0 oo o oo
— NN F N O DN 0RO —~ AN N O N0 O = AN F 1N O IN X0
Ll B B B T B B - B B o o B o B o I o I o I o IR BN o\
Iteration index
O~ EPOR
~[1- FASTSEG

0 Algorithm in this paper

FIGURE 5: Segmentation accuracy of the algorithm.
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In the formula, bg € [0, 1] is the maximum angle distance
between the pixel point p and the surrounding pixels and

80,,, is the angle size of the motion vectors f, and f of

the pixel points dd p and g. At the same time, the motion
edge feature b, of the target is obtained by combining the

motion size and direction of the pixel, and the motion edge

of the target can be obtained. The formula is as follows:
b, if b > T,
el I @

by b, ifb;>T.

In the formula, T is the size of the threshold, and b;” and
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bﬁ represent the edge value obtained by the magnitude of the ~ where n=[n,, n,, n,] T is the normal vector of the plane, and

}/)
motion amplitude and the angle of the motion direction,  d is a constant. Then, the square of the distance from point
respectively. v=[xy,2" to the plane is
This paper associates each vertex with a set of planes
near it, and the error of the vertex is expressed as the sum D= (n"v+ d)2 = (nTv+d) (nv+d) =v" (nn")v+ 2dn v+ .
of the squares of the distances from this point to each of
the planes in the set. When two vertices are compressed into (5)

a single point, the relevant plane group of the target point is
the sum of the two groups of planes of the original point.
Each plane can be written as the following equation:

This is a quadratic, and let
Q=(A,B,C) = (nnT, dn, dz), (6)

n'v+d=0, (4) Q(v)=v"Av+2BTv+C, (7)



TaBLE 2: Experimental results of indicators.

Index 1 2 3 4

Regional similarity 0.959 0.951 1.971 0.968
Accuracy of contour 0.984 0.988 0.975 0.993
Time stability 0.989 0.991 0.987 0.983

TABLE 3: Accuracy comparison results of different segmentation
methods on data sets.

Method Vehicle Pedestrian Horse Plane
VOE 52E+03 6.2E+03 4.2E+04 1.2E+03
EPOR 5.3E+03 5.0E+04 3.2E+04 7.2E+04
RCC 5.5E+03 5.5E+04 3.5E+04 4.5E+04
VIBE 6.2E+03 7.5E+03 3.2E+04 4.2E+04
FASTSEG 2.2E+04 6.1E+04 3.1E+04 4.6E+04
Methods of this paper 3.2E+03 5.8E+04 7.2E+03 1.2E+04
because
Q +Q,=(A,+A,,B, +B,,C, +C,). (8)
So,
Qi (v) + Q(v) = (Q + Q) (v)- )

Therefore, to calculate the sum of the squares of the dis-
tances from a vertex to a set of planes, this article only needs
to add all the quadratic formulas and finally gets a quadratic
formula. After the two vertices are compressed into one ver-
tex, the corresponding quadratic formula is also the sum of
the quadratic formulas of the original two points. Therefore,
the error of an edge-compression operation (v;,v,) — v
can be defined by the following formula:

Q)= Qi (v) + Q(v) = (Q + Q) (v)- (10)

Let P'={P{,P,,--,P\;} be the backward optical flow
field between two frames F' and F'"!. where each element
P! =[u},v!] is the optical flow vector of pixel F! in the hori-
zontal and vertical directions; N is the total number of pixels
in the frame. Let §' be the salient motion map in the optical

flow field P!, and the global motion contrast §'. can be

expressed as the following formula:

i)=Y d(p;,p;). (11)

VP;. ep!

i

Among them, Sti €[0,1] and d(-) are distance measures.
Let ¢ be the binary segmentation function of the adaptive
threshold method, an then the salient motion mask S is
shown in the following formula:

st =¢(St), (12)
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where each element S;€{0,1} represents the binary
foreground-background label of pixel F:.

In this paper, a skip connection is used to connect the
original features, which can preserve the predicted parts of
the optical flow features in other directions without affecting
the common salient regions. Similarly, this paper also per-
forms similar operations on the backward optical flow fea-
ture and the saliency map generated by the forward optical
flow. The operation of the entire structure is symmetrical.
The overall process is described as follows:

fom=0(6:(f7)), (13)

fim=0(0:(f;)): (14)
Frorward = f X fom + fp> (15)
Foadovard = fo X fom + fo (16)
[ = 0(05(concat( Fropgara> Frackavara)))- (17)

The two processed features are connected, and the final
optimized motion saliency map f,, is obtained through a 3
x 3 convolution and Sigmoid function. The function of the
sigmoid function is to compress the element value between
[0,1] and generate a probability saliency map. The larger
the value, the greater the saliency probability of the position.

Because of error estimation, each vertex in the vertex
table needs a unit to store the compression error of that
point in addition to its three coordinate values. In addition,
each record in the side table not only records the serial num-
bers of the two vertices of the side but also records the com-
pression error of the side. In this paper, combined with the
actual hardware and software conditions, using modern
advanced technology, the collected data should be prelimi-
narily processed, and some incorrect or redundant data
should be removed. At the same time, the collected data
can keep a relatively high precision, which can meet the
requirements of the system to the greatest extent. Combined
with the collected data, the data is preprocessed. Considering
that color, material, etc. should be processed in the develop-
ment of the system, and 3DS is a very common data format,
and the 3D graphics files saved in this format are also very
rich, so this system uses 3DS data structure to convert data.
As for the conversion of data format, the main core is to
convert the data of model construction and form the list of
model construction of 3DS, which can be used as the display
list of OpenGL to reconstruct the model. Unfortunately, not
all cases apply to parametric surfaces. There are some situa-
tions that require adjacent surfaces to fit together well (no
cracks or T-joints) when an object is rendered into a poly-
gon. Also, there are many jagged objects that cannot achieve
good results using parametric surfaces, because the number
of surfaces required may not be less than the number of
polygons. The polygon-based face reduction method is gen-
erally more useful and can work on the current type of
model.
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4. Result Analysis and Discussion

In this section, the algorithm proposed in this paper is veri-
fied by experiments. Firstly, the data set used for the evalua-
tion method and the corresponding evaluation indexes are
introduced, and the corresponding modules proposed in this
paper are tested on the specified data set. At the same time,
the experimental results compared with other algorithms are
introduced, and then the concrete discussion and analysis
are carried out according to the experimental results. In
order to further verify the effectiveness and practicability of
this algorithm, several data sets in the experiment are
YOUTUBE-OBJECTS public data set, DAVIS data set, and
self-collected video set. Among them, a shot from the videos
of airplane, horse, and motorcycle on DAVIS data set of
YOUTUBE-OBJECTS public data set and the videos of
pedestrians and two pedestrians in the surveillance scene
taken by myself are selected. DAVIS data set is a large-
scale video single-target segmentation data set, which con-
tains 50 video sequences, including 30 video sequences in
the training set and 3450 video frames in the test set, each
with pixel-level labeling information. The dataset contains
various challenges of target segmentation, such as scale
change, fast motion, object occlusion, dynamic background,
and motion blur. For the evaluation of experimental results,
this section uses three evaluation indexes defined in DAVIS:
regional similarity, contour accuracy, and time series
stability.

Since salient object detection was introduced into the
VOS field, many algorithms have directly applied salient
object detection in the optical flow field and used the results
of salient motion detection to perform the VOS task. Aiming
at the motion saliency segmentation network, this paper
mainly discusses the rationality of bidirectional optical flow

and the effectiveness of the motion cue optimization mod-
ule. Table 1 shows the comparative experimental results of
motion saliency segmentation network on DAVIS.

It can be seen that the segmentation result of the
dynamic cue optimization module on each video sequence
should be completely superior to the segmentation result
using only unidirectional optical flow. This fully proves the
rationality and effectiveness of introducing bidirectional
optical flow in this paper. The training of the algorithm is
shown in Figure 3.

This paper uses the unsupervised VOS algorithm based
on PyTorch to achieve target detection and segmentation.
In order to verify the effectiveness of the unsupervised
VOS algorithm proposed in this paper, its segmentation
accuracy is compared and analyzed in the experiment, and
the composition analysis is given. The experimental data in
this experiment is YOUTUBE-OBJECTS, a public data set,
and the collected video data. The comparison method
includes the current mainstream target segmentation algo-
rithms. Figure 4 shows the error of the algorithm. Figure 5
shows the segmentation accuracy of the algorithm.

It can be seen that the segmentation accuracy of this
method is higher than that of the contrast algorithm. This
is because there is often a large amount of background infor-
mation in the low-level features, and the background infor-
mation is further amplified by fusing the low-level features
in the two branches. However, for VOS, too much back-
ground information is not conducive to the segmentation
network’s learning of the target area, and it will cause the
segmentation network to misunderstand the background
area and identify it as the foreground target area, thus greatly
reducing the segmentation accuracy. In this paper, the effec-
tiveness of deep semantic information fusion can effectively
improve the segmentation accuracy of the target.
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In the evaluation index, regional similarity is the inter-
section ratio between mask and true value. Contour accu-
racy divides the spatial range of the mask by treating the
mask as a set of closed contours. Time stability is used
to punish adverse effects such as boundary instability. In
order to compare the effect of this algorithm with the cur-
rent advanced algorithm, this paper uses the code and
parameter settings provided by data set official website.
The results of regional similarity experiment are shown
in Figure 6. The results of contour experiment are shown
in Figure 7. The experimental results of time stability are
shown in Figure 8.

At present, most of the target segmentation algorithms
use some underlying features of the target to initialize the
target first and then accurately segment the target on this
basis. Therefore, by fusing some underlying features such
as the boundary features of the target, we can jointly
model the target to further improve the segmentation
accuracy and propose the corresponding fast solution algo-
rithm to reduce the processing complexity. This paper
conducted 20 experiments on each index and selected 4
of them to draw a table. The specific experimental results
are shown in Table 2.

With the introduction of bidirectional optical flow in
this paper, the result of motion segmentation is similar to
that of truth mask, which can effectively suppress the non-
significant regions and produce more accurate preestima-
tion. In this paper, the performance improvement is
attributed to the fact that the proposed motion cue optimiza-
tion module can make full use of more motion information.

This paper collected five videos for experiments. It
includes five videos: one pedestrian, two pedestrians, two
people talking, running, and multiplayer football, and the
target is manually marked. Table 3 shows the precision com-
parison results of different segmentation methods on data
sets.

It can be seen that the segmentation result of this paper
is obviously superior to other segmentation results.

In the algorithm, salient motion segmentation can seg-
ment the motion region, while target sampling can segment
the target region. Significant motion segmentation and tar-
get sampling cannot separate moving targets in video
frames; so, the purpose of fusion module is to remove poten-
tial noise, such as moving background and static targets in
video. Only two-dimensional motion information cannot
effectively solve the problem of motion blur, but this paper
introduces 3D information, that is, the depth difference
between foreground object and background area, which
can effectively improve the accuracy of object segmentation
and make the segmented object more detailed and complete.
Figure 9 shows a comparison of the number of wrong pixels
in each frame.

It can be clearly seen from the figure that the segmenta-
tion results of this paper are superior to those of other
methods in most video frames. The segmentation accuracy
of this algorithm can reach more than 94%, which is about
9% higher than that of FASTSEG method. On the whole,
the accuracy of this algorithm exceeds that of other target
segmentation algorithms.
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5. Conclusions

VR modeling technology is developing rapidly, and it is wel-
comed by many users because of its ease of use, stability, and
rapidity. At present, it has a wide application prospect in
commerce, medicine, engineering design, art, entertainment,
military, and so on. Based on this, this paper studies the pro-
cess of 3D virtual scene construction by combining theory
with practice, and on this basis, researches the optimization
methods of 3D modeling. In this paper, an unsupervised
VOS algorithm is proposed, which combines the moving
edge of the target image and the appearance edge of the tar-
get to initialize the target and assist the VR 3D model model-
ing. The research shows that the segmentation accuracy of
this algorithm can reach more than 94%, which is about
9% higher than that of the FASTSEG method. The segmen-
tation results of this paper are superior to those of other
methods in most video frames. At the same time, the accu-
racy of this algorithm exceeds that of other target segmenta-
tion algorithms. In this paper, it is of positive significance to
use the unsupervised VOS algorithm to assist VR 3D model
modeling. The next step will be to further improve the data-
base management based on Web. Plan the system database
reasonably and integrate different kinds and properties of
data into the system database to the maximum extent. In
addition, in order to make full use of the value of VR model-
ing, in the current social life, people from all walks of life
should strengthen their own study and inquiry and strive
to maximize the value of VR modeling in a reasonable
system.
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